US009223598B1

a2z United States Patent (10) Patent No.: US 9,223,598 B1
Koryakina et al. 45) Date of Patent: Dec. 29, 2015
(54) DISPLAYING GUEST OPERATING SYSTEM 2005/0044301 Al*  2/2005 Vasilevsky .......... GOGF 9/45533
STATISTICS IN HOST TASK MANAGER _ 711/1
2006/0010433 Al* 12006 Neil .....ccoeeenn GOGF 9/45533
. . 717/138
(71) Applicant: Parallels IP Holdings GmbH, 2007/0050765 Al* 3/2007 Geisinger .............. GO6F 9/455
Schatfthausen (CH) 718/1
2007/0074192 Al* 3/2007 Geisinger ................. 717/148
(72) Inventors: Elena A. Koryakina, Moscow (RU); 2008/0177994 A1*  7/2008 Mayer ................... GOGF 9/4418
Alexey B. Koryakin, Moscow (RU) 713/2
2010/0037243 Al*  2/2010 MO .coovevvrvvecnnnn GOGF 9/45537
. . 719/328
(73) Assignee: Parallels IP Holdings GmbH, 2011/0296408 A1* 12/2011 1O wovevvveererrirnnn, GO6F 9/45533
Schatfthausen (CH) 718/1
2011/0296411 Al* 122011 Tang ......cceeeen GOGF 9/45545
(*) Notice:  Subject to any disclaimer, the term of this . 718/1
patent is extended or adjusted under 35 2012/0072908 Al*  3/2012 Schroth ... GOGF 9/751%3/?
U.S.C. 154(b) by 126 days. 2013/0145366 Al*  6/2013 Newell .............. GOGF 9/45533
718/1
(21) Appl. No.: 14/087,023 2013/0160014 Al* 6/2013 Watanabe ............... GO6F 9/455
718/1
(22) Filed: Nov. 22, 2013 2013/0339950 Al* 12/2013 Ramarathinam ... GOGF 9/4751583/?
Related U.S. Application Data (Continued)
(60) Provisional application No. 61/729,642, filed on Now. OTHER PUBLICATIONS
26, 2012. Lori Kaufman, The Best Free Alternatives to the Windows Task
(51) Int.Cl Manager, [Online] Nov. 3, 2012, [Retrieved from the Internet]
to <http://www.howtogeek.com/12787 1 /the-best-free-alternatives-to-
55 IGJ0S6FC?/455 (2006.01) the-windows-task-manager/> 6 pages.™
(52) US.ClL . (Continued)
CPC ........... GOG6F 9/455 (2013.01); GO6F 9/45533
. . (2913.01); GO6F 9/45537 (2013.01) Primary Examiner — Thuy Dao
(58) Field of Classification Search Assistant E . Ravi K Sinh
CPC .. GOGF 9/455; GOGF 9/45533; GOGF 9/45537 ssistant Lxaminer — Ravl £ S10ha
See application file for complete search history. (74) Attorney, Agent, or Firm — Bardmesser Law Group
(57) ABSTRACT
(56) References Cited .
A system, method and computer program product for imple-
U.S. PATENT DOCUMENTS menting a VM on a host computer and monitoring the VM
processes from the Host computer. A host-based Task Man-
4,845,644 A * 7/1989 Anthias ................. G06F7?/54}§3§ ager monitors the VM process and obtains execution statistics
5797015 A * 81998 Danielsetal. ........... 717163 B proﬁnett.ary %yn?mlc lilﬂnk ltlbrgraygﬁ‘t Stllbts?.t?“ Gﬁle“
8010961 BL* 82011 Co0k v GOGF 9/455 statistic collection functions for standard host statistic collec-
707/783 tion functions. The Guest statistic collection functions
9,071,550 B2* 6/2015 Tang etal. acquire data related to the execution of the VM processes
2003/0236811 Al* 12/2003 Greenetal. ......ccccoo.... 709/100  running on the Guest OS.
2004/0230970 Al* 11/2004 Janzen ................ GOGF 9/45537 &
717/174 10 Claims, 6 Drawing Sheets




US 9,223,598 B1
Page 2

(56) References Cited
U.S. PATENT DOCUMENTS

2014/0143401 Al* 5/2014 Carlen ................. GO6F 9/5072
709/223

2014/0149982 Al* 5/2014 Asayag ... GO6F 9/45533
718/1

2014/0201357 Al* 7/2014 Tangetal. ... 709/224
2015/0058843 Al* 2/2015 Holler .......ccoooee. GOG6F 9/455
718/1

2015/0121061 Al* 4/2015 Goyal ......ccccoovune GOG6F 9/455
713/152

OTHER PUBLICATIONS

Stackoverflow, Is it possible to replace a system dll with a proxy dl1?,
[Online] Nov. 20, 2012, [Retrieved from the Internet] <http://
stackoverflow.com/questions/13475993/is-it-possible-to-replace-a-
system-dll-with-a-proxy-dll> 4 pages.*

Litty et al., Hypervisor Support for Identifying Covertly Executing
Binaries, [Online] Jul. 2008, In USENIX Security Symposium,

[Retrieved from the Internet] <http://citeseerx.ist.psu.edu/viewdoc/
download?doi=10.1.1.219.1003&rep=rep1&type=pdf> pp. 243-
258.%

Jones et al., VMM-based hidden process detection and identification
using Lycosid, [Online] 2008, In Proceedings of the fourth ACM
SIGPLAN/SIGOPS international conference on Virtual execution
environments (VEE *08). ACM, New York, NY, USA, [Retrieved
from the Internet] <http://dx.doi.org/10.1145/1346256.1346269>
pp. 91-100.*

Dolan-Gavitt, et al., Virtuoso: Narrowing the Semantic Gap in Virtual
Machine Introspection, [Online] May 2011, in Security and Privacy
(SP), 2011 IEEE Symposium on, [Retrieved from the Internet]
<http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=
&arnumber=5958036&isnumber=5958008> pp. 297-312.*

Berdajs et al., Extending applications using an advanced approach to
DLL injection and API hooking, [Online] Apr. 20, 2010, Software:
Practice and Experience 40, No. 7, [Retrieved from the Internet]
<http://dx.doi.org/10.1002/spe.973> pp. 567-584.*

* cited by examiner



U.S. Patent

Dec. 29, 2015 Sheet 1 of 6 US 9,223,598 B1
120 130
/— 110 / /
Custom
Win 32.di MS
M;?;ker Hoststat T 1 \win 32.dif
9 ———Stat 2—1 |___Host stat 2%
Guest Guest
statz ~ statd
* 140
Dispatcher

150———\ /

VM 1
Contr.

/

VM 2
Contr.

\

a
\ /____155

160
a

|

/—170

/—180

/——190

Hypervisor
165 +
VMM1 ¥ VMM2
L
VM1 VM2
Guest | /7T 185 Guest
Tool Tool
\ 1 / \
Guest Guest Guest Guest
stat 1 stat 2 stat 1 stat 2
4 4
Kernel Kernel

FIG. 1



US 9,223,598 B1

Sheet 2 of 6

Dec. 29, 2015

U.S. Patent

(A E

@[[[

QOO0

o040 e 0O _moc ‘pojiojsul Jou 210 siof
[O] 9WIT A%
O %ol G/ 588880014 (O 0005 wayshg % Q _H_ m
H H £6F  :spoaly] [O] 121 Jesn %
abosn ndo
F——(_uomeN | sbosp 4sig | Ayany dsig | Aowsn wlsks pongdii——
| ¥9) P B 828 [4 00 Waxalp payuno] A 771
[ ¥9) PJI BA ¢ ¥4 NAUSAS-HRexelp iy SNODU(HA) O 1144
[ ¥9) I gA S'IL 8l NAISAS-YAaxaip aupmownuy( A} 1 8261
o soney QIO PV EN & 3 Jasn—{foxalD "M, SAOPUM(A) [T 0201
| $9) Pl @A 0 ¢ Jasn—ykaxa|p “~sp) SAOPUIR(WA) O 8hee
m [ %9) FiUl BA 80 l Josn-3yfaxalp D) SKOPU(WA) 1 986¢
i e TR e L | r b9) Pyl BN 61 [4 Jasn—3yfaxa|0 ind(WA) OO 08s¢
31qDIN%AXT BMBG IoAIIDWIGUY [ o ¥9) B 8K €0 l Jasn—ykexa|p podajoN(A) O 8r6ee
d 5 | #9) Pl BN 170 oL Jasn—yRexaip g jeuwsejui(WA) O 08
(c) sesses0id punobyong (VS P BN TOLL %G #exap sAopU] WA SPIDDd A Sl | = S
b9) PI| B 1T S 159}-3}faxs[0 H00(NA) 143 =] 89
vogoaiddy podpiojs sHOPUA [T <) eyul z 100/-3/a%app PUIBa( HA) oL o o
Jabouoyy yso) skopuy [ Auymw P 8N 0 I goelv_»mxo_c : ohluzomswo;>v 891
[#9) IVl B 87L 1 1001—yaxalp ~Bod SIDUAD( WA ) I TN o 17,
4o SHOPUKL] <1 yg) pyur g g [ Jo0I-yfaxap PO A ) &
g [] o #9) I BA 2 4 180]—3}fexa|p " Iag|NUIBISASHA) 24 |
ooty ] POPMEN [EL b 158 ffeaD  fIONpUI(iA) 13 RS
NI <[hgmuran gsc G 158} -fo%op opu(pA) 1 g JEL T
10001dx3 yowa| O <[ ¥9) P BN V0¥ L 159} —AexaiD “"3p UDJDS{A) 0f [17]
1 ¥9) B BN £16C oL 1s8}-4koxaip UDIS(WA) O 4 88l | 1joag OjoH
SMotS _ 59303 [ ) YUl BN 6 £ 159 -yfoxep oW Awy(HA) OO VL JUSjo) Gap WoJoS
| #9) o) EA 0'191 Ll 1sa}-yfaxaip_yjoog ojoyd (WA) OI 6L Hoj
y) Pl AN 0965 S #6x3ID "X SO 9N ] AA SEIOIDd A 1061 JOuoN @%_w(
PRI B ¥ 92 ool oowes dsppd & gl TR
dieH_meip suondy [ 49) PYUI B 086 S jo0) PPY gL TOLORPU
1obDUDY YSD] SMopUY )P aN gLl 8 100) OIS0 G61 o
| #9) oI BN ST § JaAIBSMOpUIN™ JBAIIGHOpUIY 8
[a] _I_| I_ ¥9) PIVI BY ¥BS £ 100) payauny ] 5592014 ajdwog
o] y3) PV BA $0€9 69 1001 SO} |y 0
= puy] wep 08y | Spoaiyl [afid) %] J8sn | BWDN ssad0id| (id
x o] — NG Moys s5820i4 aidwog 1oadsu]  ssavold uND)
C o) (2 Kipagoinia) "Siss00id 1) mu @) @ W3 eld oy
donsoq sieiiod - ¥4 - 2 Joyuop Aoy coo
Wizzud{pebioy) OO0 &S & & O B O digH  MOpuiM  MeIA P34 Joyy




U.S. Patent Dec. 29, 2015 Sheet 3 of 6 US 9,223,598 B1

Launch a standard Task Manager
activity monitor 310

y

Task manager gets a list of
processes via standard API

call o 320
(see statt in FIG. 1)
For each process in
the list " 330

y

Read stat1 via
standard APl call [ 340

Y

Read stat n via
standard APl call """ 3%0

l

End of loop " 360
N /

Y

Task manager outputs
collected statisticsina p—r" 370
graphic format

380

FIG. 3



U.S. Patent Dec. 29, 2015 Sheet 4 of 6 US 9,223,598 B1

Install custom library (DLL)
substituting standard one

l

Detect standard library location
(e.g., Win32.dll)

l

Save direct reference to standard
library into custom library 430
infrastructure

l

Put custom library with the same
name to the directory of task
manager executable location to a Kk~ 440
find first in library lookup
sequence

410

o 420

450




U.S. Patent

Dec. 29, 2015 Sheet 5 of 6

Installing custom library
substituting standard one

l

Detect standard library location
(e.g., Win32.dll)

l

Rename standard library to
another name
(e.g., to Win32.std.dlif)

l

Put custom library with name of
standard library {o task manager
location standard library paths

FIG. 5

US 9,223,598 B1

510

w520

- 530

550



US 9,223,598 B1

Sheet 6 of 6

Dec. 29, 2015

U.S. Patent

sweiSoad uonedyddy

(LE

o< I

-

6F s49andwio)
ajowdy

5P| 75 wopon

}IOMIaN

P

OF p4eogAD)|

-

[43

=

asnol

— — — 9F WasAs

6€ 8€ so|npoN 7€ sweidoud

814/SE walsAs
o eleq weisold | weiSoid 12Y10 uonedddy 3unesado
N 7~ -
N -~
N P
~

&
o)

\\.\__/| //
6¢ 0]

B
8T\
s

+ iy

N

ealy spIm
TS NV1 €4 e8|
3}M0MISN

ERILEYq|
a8eli01§

'

N
7z

9t 9dejio1u|
HOd |elias

PE depiou|

ETY]
aalq |eando ;

n

€€ ooeivu|

1aisia anlg

aude

ZE drep0u|

%s1a pJeH

6€ eaeq weasoud

T SNg Wa1sAg

J191depy
1S0H

81 191depy
O9pIA

TZ 1un Suissadoud

BE sa|npoy
weuadouid 19410

€
sweidoud uonedyddy

9% walsAg 9|4

SE
waisAs Sunesado

52 (Wvy)

9z solg

Pz (WovY)

ZZ Mowd A waisAs




US 9,223,598 B1

1
DISPLAYING GUEST OPERATING SYSTEM
STATISTICS IN HOST TASK MANAGER

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a non-provisional application of U.S.
Provisional Patent Application No. 61/729,642, filed Nov. 26,
2012, entitled DISPLAYING GUEST OPERATING STA-
TISTICS IN HOST TASK MANAGER, incorporated by ref-
erence herein in its entirety.

BACKGROUND OF THE INVENTION

1. Field of Invention

The present invention relates to virtualization technology,
and, more particularly to collecting Guest OS statistics by the
host OS Task Manager.

2. Background Art

With Virtual Machine (VM) technology, a user can create
and run multiple operating environments on a Host server at
the same time. Each Virtual Machine requires its own guest
operating system (GOS) and can run applications indepen-
dently. The VMM software provides a layer between the
computing, storage, and networking hardware and the soft-
ware that runs on it.

Each VM acts as a separate execution environment, which
reduces risk and allows developers to quickly re-create dif-
ferent operating system (OS) configurations or compare ver-
sions of applications designed for different OS’s for as long as
the integrity of data used by each of the VMs is provided.
Generally, a Virtual Machine is an environment that is
launched on a particular processor (a client machine) that is
running a host operating system (HOS) and the VM runs the
Guest OS.

Collecting task execution statistics by a Task Manager (in
Windows) is performed in order to optimize system resource
utilization. Typically, a user wants to know which tasks take
up a lot of CPU time. However, when the tasks are executed
within a VM, it is difficult to determine from the outside
which particular task occupies CPU resources.

The Host system can only see that the VM execution takes
a certain amount of CPU time, but it cannot determine which
VM processes (tasks) individually take CPU time. For
example, the VM can run a number of applications (e.g., MS
WORD, MS EXCEL, Internet Explorer), but the exact per-
centage of CPU time used by each application is not known to
the host OS Task Manager. The only way to collect execution
statistics of the VM processes is to create a virtual Task
Manager that runs under the Guest OS and monitors the
processes and resource usage within the VM. However, there
are no existing means for reflecting the VM execution statis-
tics collected by the Guest Task Manager into the Host system
Task Manager so the Host Task Manager provides aggregated
Guest and Host statistics to the user.

Accordingly, there is a need in the art for a system and
method for collecting Guest OS statistics by the host OS Task
Manager.

SUMMARY OF THE INVENTION

The present invention is directed to virtualization technol-
ogy and, more particularly to a system and method for col-
lecting VM processes (Guest OS execution statistics) by the
host OS Task Manager that substantially obviates one or
several of the disadvantages of the related art.
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2

In one aspect, there is provided a system, method and
computer program product for implementing a VM on a Host
computer and monitoring the VM processes from the Host
computer. A Host-based Task Manager monitors the VM
process and obtains execution statistics using a proprietary
dynamic link library that substitutes standard statistic collec-
tion functions (provided by standard MS dynamic link librar-
ies) by Guest statistic collection functions. The Guest statistic
collection functions can acquire data related to execution of
the VM processes running on the Guest OS.

Additional features and advantages of the invention will be
set forth in the description that follows. Yet further features
and advantages will be apparent to a person skilled in the art
based on the description set forth herein or may be learned by
practice of the invention.

The advantages of the invention will be realized and
attained by the structure particularly pointed out in the written
description and claims hereof as well as the appended draw-
ings.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are intended to provide further
explanation of the invention as claimed.

BRIEF DESCRIPTION OF THE ATTACHED
DRAWINGS

The accompanying drawings, which are included to pro-
vide a further understanding of the invention and are incor-
porated in and constitute a part of this specification, illustrate
embodiments of the invention and together with the descrip-
tion serve to explain the principles of the invention.

In the drawings:

FIG. 1 illustrates a system for obtaining Guest OS statis-
tics, in accordance with the exemplary embodiment;

FIG. 2 illustrates a screenshot, in accordance with the
exemplary embodiment;

FIG. 3 illustrates a flow chart of a method for collecting
execution statistics in accordance with the exemplary
embodiment;

FIG. 4 illustrates a flow chart for a method for substituting
a standard dynamic library for collecting the Guest OS sta-
tistics;

FIG. 5 illustrates a flow chart for another method for sub-
stituting a standard dynamic library for collecting the Guest
OS statistics;

FIG. 6 illustrates an exemplary computer system where the
embodiments described herein can be implemented.

DETAILED DESCRIPTION OF THE INVENTION

Reference will now be made in detail to the embodiments
of the present invention, examples of which are illustrated in
the accompanying drawings.

According to the exemplary embodiment, a system,
method and computer program product for monitoring the
VM processes from the Host computer and collecting execu-
tion statistics are provided. A Host-based Task Manager (or
Activity Monitor, for Mac OS, or similar for other operating
systems) monitors the VM process and obtains execution
statistics using a proprietary dynamic link library that substi-
tutes standard statistic collection functions with Guest statis-
tic collection functions. The Guest statistic collection func-
tions can acquire data related to execution of the VM
processes running on the Guest OS.

According to the exemplary embodiment, the standard
dynamic link library “win32.d11” (provided by MS WIN-
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DOWST™) is substituted by a proprietary DLL that is camou-
flaged as an original “win32.d1l” and placed in the same
location on the system. The Task Manager uses functions
such as win32.dll or task32.dll that obtain execution statistics,
as well as other functions. The statistics functions of the
“win32.d1l” cannot normally access the processes running
under the Guest OS of the VM. Therefore, the proprietary
DLL, in accordance with the exemplary embodiment, has
additional Guest statistics functions.

The Task Manager interacts with the proprietary DLL in
the same manner as is does with the standard “win32.d11.” The
proprietary DLL is injected between the Task Manager and
the “win32.d11,” so the Task Manager gets the Host process
statistics using the “win32.d11” (which is located in its usual
directory, for example, c:/windows/system32), and the Guest
process statistics using the proprietary DLL, which is located
in the Task Manager directory. Since the normal order of
lookup of a DLL is (1) in the process’ own directory, (2) in
root directory, and (3) in c:/windows/system32 directory, the
proprietary DLL located in the Task Manager directory, will
be activated first.

It interfaces to the tools in the Guest OS’s in the VM’s, to
collect statistics about guest processes. The Proprietary ver-
sion of win32.dl1 replaces the standard one during Guest OS
tools installation. Guest Tools is a technique used by virtual-
ization products to integrate guest OS with host OS. A typical
way to install guest OS tools is using autorun setup package
mounted with tools CD image to the VM. Then, control is
redirected to the standard win32.dll in c:/windows/system32,
to collect statistics about the host processes.

The process information for both host and guest processes
can then be displayed in an integrated manner, for example, in
a hierarchical tree display, with processes under each VM
shown as a tree structure under that particular VM’s
vmapp.exe (the VM’s own executable). Note that this can be
applied to different Guest OSs, for example, some of the
Guest OSs can be WINDOWS, and others Mac OS. A typical
Linux “top” console utility can show statistics about guest OS
processes simultaneously with host OS ones.

FIG. 1 illustrates a system for obtaining the Guest OS
statistics in accordance with the exemplary embodiment. A
Host-based Task Manager (or activity monitor) 110 uses a
proprietary DLL 120 located at the same place as MS
“win32.d11” 130 and substitutes it. The main functionality of
the “win32.d11” 130 is duplicated in the DLL 120. However,
the DLL 120 has statistics functions (statl and stat2) for
collecting execution statistics from VMs 175 and 180. Note
that an arbitrary number of VM can be monitored. The stan-
dard Task Manager can be used.

According to the exemplary embodiment, the proprietary
DLL 120 communicates with a dispatcher module 140 that
accesses VMs 175 and 180. The VMs 175 and 180 have
corresponding Guest processes 185 and 190 running on them.
The dispatcher module 140 accesses the VM processes 185
and 190 via VM controllers 150 and 155 communicating with
Virtual Machine Monitors 165 and 170 via hypervisor 160.
Note that the controllers 150 and 155 can work with the
Parallels VM (MAC OS X) and Parallels VM (Windows),
respectively, illustrated in the exemplary snapshot in FIG. 2.

Virtualization technique based on Hypervisor and VMM
architecture is a mechanism to create a virtual environment
and a nested set of guest OS processes. The mechanism also
provides a communication transport between guest statistics
Win32.dll (120) and guest OS tools (185 and 190) running
inside virtual environment and collecting information about
guest OS processes.
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Hypervisor (or Hypervisor+VMM)-based virtualization
techniques is for exemplary purposes only. PARALLELS
Container based technology can also be also used to create
virtual environments to launch nested guest/virtualized pro-
cesses and to organize communication transport between
Guest OS tools and guest statistics collecting dynamic library,
providing for host OS process profiling tool data about guest
processes.

Thus, the Task Manager 110 implemented on the host
advantageously acquires execution statistics for Host pro-
cesses as well as for Guest processes 185 and 190, while the
standard Task Manager does not need to be modified. An MS
Process Explorer can be used instead of the Task Manager. A
similar concept is applicable to Mac OS Activity Monitor and
other similar utilities in other OSs, which show applications,
processes, system services use, performance statistics, users,
networking, and so on.

Backward manipulation on guest processes (stop, set affin-
ity, etc.) is also possible, to capture correspondent actions in
host OS, and to transmit commands to guest OS tools. The
Guest Tools receive manipulation commands and perform
correspondent actions on the Guest OS processes inside a
virtual environment. A centralized mechanism is provided to
view, analyze and manipulate host and guest OSs’ processes.
The mechanism integrates entire host and guest OS statistics
inside the same host OS API functions.

FIG. 2 illustrates a screenshot, in accordance with the
exemplary embodiment, showing the hierarchical tree struc-
ture. In this figure, there are two running VMs with their
Guest OS’s Mac OS X Lion and Windows 8.1. Each VM has
the host processes controlling the execution of the VM. The
processes are shown in the screenshot, with their correspond-
ing processes with process identifiers (PID) 1501 and 1478 in
the host Mac OS X Activity Monitor. The VMs are imple-
mented in contexts of these processes.

A tool inside the guest OS collects statistics and counters
about processes running inside VM and transfers it to a hook
library 120 (FIG. 1) running in host OS. The Host Activity
Monitor gets information about processes by using a standard
host API, with the hook code injected. The hook code pro-
cesses API calls (from any host tool, and not only the Activity
Monitor), reports host process statistics and adds information
about guest OS processes running inside the VMs.

Guest OS processes (running inside VMs) are reported
with parent processes identifiers pointing to host processes
controlled VM execution (i.e., 1501 and 1478 in the screen-
shot). Thus, the Activity Monitor shows hierarchy ofhost and
guest processes (in this example, guest processes names
started with “(VM)” prefix).

FIG. 3 illustrates a flow chart of a method for collecting
execution statistics in accordance with the exemplary
embodiment. In step 310, the process launches a Task Man-
ager Activity Monitor. In step 320, the Task Manager acquires
alist of processes via a standard API call (see stat 1 in FIG. 1).
In step 330, the process initiates a loop (from 1 to n) for each
process in the list. In step 340, the Task Manager reads the stat
1 values via a standard API call. In step 350, the Task Manager
reads the stat n values via a standard API calls. The statistic
acquisition loop is completed in step 360. In step 370, the
Task Manager outputs the collected statistics in a graphic
form. The process ends in step 380. Note that the Task Man-
ager displays the VM names as shown in FIG. 2.

FIG. 4 illustrates a flow chart for a method for substituting
a standard dynamic library for collecting the Guest OS sta-
tistics. In step 410, a custom dynamic link library (DLL) is
installed to replace a standard DLL. In step 420, the process
detects a standard DLL location (e.g., a location of
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Win32.d1l). The process saves a direct link to a standard DLL
into the custom DLL in step 430. The process places the
custom DLL into a standard Task Manager location, in step
440, so the Task Manager finds this DLL first in his look up
sequence. The process ends in step 450.

FIG. 5 illustrates a flow chart for another method for sub-
stituting a standard dynamic library for collecting the Guest
OS statistics. In step 510, a custom dynamic link library
(DLL) is installed to replace a standard DLL. In step 520, the
process detects a standard DLL location (e.g., a location of
Win32.dll). The process renames a standard DLL (e.g.,
Win32.std.dll) in step 530. The process places the custom
DLL with the name of the standard DLL into a standard Task
Manager location path, in step 540. Thus, the Task Manager
“sees” this DLL as a standard DLL. The process ends in step
550.

With reference to FIG. 6, an exemplary system for imple-
menting the invention includes a general purpose computing
device in the form of a host computer 20 or the like, including
a processing unit (single core or multi-core) 21, a system
memory 22, and a system bus 23 that couples various system
components including the system memory to the processing
unit 21.

The system bus 23 may be any of several types of bus
structures including a memory bus or memory controller, a
peripheral bus, and a local bus using any of a variety of bus
architectures. The system memory includes read-only
memory (ROM) 24 and random access memory (RAM) 25. A
basic input/output system 26 (BIOS), containing the basic
routines that help transfer information between elements
within the computer 20, such as during start-up, is stored in
ROM 24.

The computer/server 20 may further include a hard disk
drive 27 for reading from and writing to a hard disk, not
shown, a magnetic disk drive 28 for reading from or writing to
aremovable magnetic disk 29, and an optical disk drive 30 for
reading from or writing to a removable optical disk 31 such as
a CD-ROM, DVD-ROM or other optical media.

The hard disk drive 27, magnetic disk drive 28, and optical
disk drive 30 are connected to the system bus 23 by a hard disk
drive interface 32, a magnetic disk drive interface 33, and an
optical drive interface 34, respectively. The drives and their
associated computer-readable media provide non-volatile
storage of computer readable instructions, data structures,
program modules and other data for the computer 120.

Although the exemplary environment described herein
employs a hard disk, a removable magnetic disk 29 and a
removable optical disk 31, it should be appreciated by those
skilled in the art that other types of computer readable media
that can store data that is accessible by a computer, such as
magnetic cassettes, flash memory cards, digital video disks,
Bernoulli cartridges, random access memories (RAMs),
read-only memories (ROMs) and the like may also be used in
the exemplary operating environment.

A number of program modules may be stored on the hard
disk, magnetic disk 29, optical disk 31, ROM 24 or RAM 25,
including an operating system 35. The computer 20 includes
a file system 36 associated with or included within the oper-
ating system 35, one or more application programs 37, 37',
other program modules 38 and program data 39. A user may
enter commands and information into the computer 20
through input devices such as a keyboard 40 and pointing
device 42. Other input devices (not shown) may include a
microphone, joystick, game pad, satellite dish, scanner or the
like.

These and other input devices are often connected to the
processing unit 21 through a serial port interface 46 that is
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coupled to the system bus, but may be connected by other
interfaces, such as a parallel port, game port or universal serial
bus (USB). A monitor 47 or other type of display device is
also connected to the system bus 23 via an interface, such as
a video adapter 48. In addition to the monitor 47, personal
computers typically include other peripheral output devices
(not shown), such as speakers and printers.

The computer 20 may operate in a networked environment
using logical connections to one or more remote computers
49. The remote computer (or computers) 49 may be another
computer, a server, a router, a network PC, a peer device or
other common network node, and typically includes many or
all of the elements described above relative to the computer
20, although only a memory storage device 50 has been
illustrated. The logical connections include a local area net-
work (LAN) 51 and a wide area network (WAN) 52. Such
networking environments are commonplace in offices, enter-
prise-wide computer networks, Intranets and the Internet.

When used in a LAN networking environment, the com-
puter 20 is connected to the local network 51 through a
network interface or adapter 53. When used in a WAN net-
working environment, the computer 20 typically includes a
modem 54 or other means for establishing communications
over the wide area network 52, such as the Internet. The
modem 54, which may be internal or external, is connected to
the system bus 23 via the serial port interface 46.

In a networked environment, program modules depicted
relative to the computer 20, or portions thereof, may be stored
in the remote memory storage device. It will be appreciated
that the network connections shown are exemplary and other
means of establishing a communications link between the
computers may be used.

Having thus described a preferred embodiment, it should
be apparent to those skilled in the art that certain advantages
of the described method and apparatus have been achieved.

It should also be appreciated that various modifications,
adaptations, and alternative embodiments thereof may be
made within the scope and spirit of the present invention. The
invention is further defined by the following claims.

What is claimed is:

1. A computer-implemented method for acquiring Guest
OS statistics, the method comprising:

launching a Task Manager on a host node;

starting at least one host process;

instantiating at least one Virtual Machine (VM) on the host

node;
launching at least one Guest process on the VM;
installing a custom dynamic link library (DLL) having
statistic collection function, wherein the custom DLL
substitutes for a standard DLL, and renaming the stan-
dard DLL;

detecting a location of the renamed standard DLL location;

saving a direct link to the renamed standard DLL location
into the custom DLL;

placing the custom DLL into a Task Manager directory;

acquiring host OS process statistics via the renamed stan-
dard DLL;

accessing the custom DLL by the Task Manager and col-
lecting Guest process statistics via standard API calls;
and

displaying the Guest process statistics and the host OS

process statistics as a hierarchical tree in the same
graphical interface,

wherein the custom DLL has the same name as the standard

DLL prior to the renaming.

2. The method of claim 1, wherein processes of each VM

are grouped in the hierarchical tree.
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3. The method of claim 1, wherein the standard DLL prior
to renaming is WIN32.DLL.

4. The method of claim 1, wherein the custom DLL is
injected between the Task Manager and the standard DLL.

5. The method of claim 1, wherein the custom DLL inter-
faces to tools in the VM to collect the Guest process statistics.

6. The method of claim 5, wherein the custom DLL inter-
faces to the tools through a dispatcher module.

7. The method of claim 5, wherein the tools collect data
about counters for the Guest processes and transmit it to the
custom DLL.

8. The method of claim 1, wherein the Guest processes are
displayed with identifiers of parent host processes.

9. A non-transitory computer readable medium for collect-
ing Guest process statistics, the medium comprising com-
puter program logic for executing the steps of claim 1.

10. A system for acquiring Guest OS statistics, the system
comprising:

a Task Manager running on a host node of the system

having a processor and a memory;
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host processes running on the host node;

at least one Virtual Machine (VM) running on the host
node;

at least one Guest process running on the VM;

a custom dynamic link library (DLL) having statistic col-
lection function, wherein the custom DLL substitutes
for a standard DLL and is in a Task Manager directory;

a renamed standard DLL;

a direct link to the location of the renamed standard DLL
stored in the custom DLL;

host OS process statistics acquired via the renamed stan-
dard DLL;

Guest process statistics collected via standard API calls in
the custom DLL in response to the Task Manager; and

a graphical interface in the form of a hierarchical tree
displaying the Guest process statistics and the host OS
process statistics,

wherein the custom DLL has the same name as the standard
DLL prior to the renaming.

#* #* #* #* #*



